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A simple relationship between the dependent variable (response) 𝑌 and 

the independent variable (regressor) 𝑥 can be written as 

𝑌 = 𝛽0 + 𝛽1𝑥 

where 𝛽0 is the intercept and 𝛽1 is the slope. 



Introduction 

Fatih Cavdur – fatihcavdur@uludag.edu.tr 



Introduction 

Fatih Cavdur – fatihcavdur@uludag.edu.tr 

In many applications, there might be more than one independent 

variable, such as 

𝑌 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 

which is a multiple linear regression equation with 2 independent 

variables. 
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The SLR model can be written as 

𝑌 = 𝛽0 + 𝛽1𝑥 + 𝜖 

where 𝐸 𝜖 = 0 and Var 𝜖 = 𝜎2, and hence, 𝑌 is an RV. 
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Example 11.1: One of the more challenging problems confronting the 

water pollution control field is presented by the tanning industry. 

Tannery wastes are characterized by high values of chemical oxygen 

demand, volatile solids and other pollution measures. Consider the 

following data where 33 samples of chemically treated waste in a study 

conducted at Virginia Tech in which 𝑥 is the percent reduction in total 

solids and 𝑦 is the percent reduction in chemical oxygen demand. 
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Given a set of regression data   𝑥𝑖 , 𝑦𝑖 , 𝑖 = 1,2, … , 𝑛  and a fitted 

model, 𝑦 𝑖 = 𝑏0 + 𝑏1𝑥, the 𝑖th residual 𝑒𝑖  is given by 

𝑒𝑖 = 𝑦𝑖 − 𝑦 𝑖 , 𝑖 = 1,2,… , 𝑛 
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We want to minimize the Sum of Squared Errors (SSE) defined as 

𝑆𝑆𝐸 =  𝑒𝑖
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We then have 
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By solving the above equations (normal equations), we obtain 
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In our example, we have 
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We can use the following notation in the following sections: 

𝑆𝑥𝑥 =   𝑥𝑖 − 𝑥  2
𝑛

𝑖=1
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We can then write the sum of squared error as 

𝑆𝑆𝐸 =   𝑦𝑖 − 𝑏0 − 𝑏1𝑥𝑖 
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An unbiased estimate of 𝜎2 is 

𝑠2 =
𝑆𝑆𝐸

𝑛 − 2
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A 100 1 − 𝛼 % CI for 𝛽1 is given by 

𝑏1 − 𝑡𝛼/2
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We can perform a test about the slope as follows: 

𝐻0: 𝛽1 = 𝛽10 

𝐻1: 𝛽1 ≠ 𝛽10 

where we use the 𝑡-statistic as 

𝑡 =
𝑏1 − 𝛽10

𝑠/ 𝑆𝑥𝑥
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The quality of fit is measured with a parameter called coefficient of 

determination, 𝑅2 and computed as 

𝑅2 = 1 −
𝑆𝑆𝐸

𝑆𝑆𝑇
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The measure 𝜌 of linear correlation between two variables 𝑋 and 𝑌 is 

estimated by the sample correlation coefficient 𝑟 as 

𝑟 = 𝑏1 
𝑆𝑥𝑥

𝑆𝑦𝑦
=

𝑆𝑥𝑦

 𝑆𝑥𝑥𝑆𝑦𝑦
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