Fundamental Sampling
Distributions



Population and Sample

A population consists of the totality of the observations with which we are
concerned.

A sample is a subset of a population.




Random Sample

Let X, Xs,...,X,, be n independent random variables, each having the same
probability distribution f(x). Define X3, Xo,..., X, to be a random sample of
size n from the population f(x) and write its joint probability distribution as

f(@1, 22, 2n) = f(x1)f(@2) - f20).




Statistic

Any function of the random variables constituting a random sample is called a
statistic.




Sample Variance

If S? is the variance of a random sample of size n, we may write
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Sampling Distribution

The probability distribution of a statistic is called a sampling distribution.




Central Limit Theorem

Central Limit Theorem: If X is the mean of a random sample of size n taken
from a population with mean p and finite variance o2, then the limiting form of

the distribution of
Xy
- o/yn’

as n — 00, is the standard normal distribution n(z;0,1).
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Central Limit Theorem

Large n (near normal)

n =1 (population) ’
o moderate n




Example 8.4

* An electrical firm manufactures light bulbs
that have a length of life that is approximately
normal with mean 800 hours and a standard
deviation of 40 hours. Find the probability
that a random sample of 16 bulbs will have an
average life of less than 775 hours.




Example 8.4

The sampling distribution of X is approximately
40

normal with ugy = 800 and o3 = e T 10. We
then have
- 775—800 5
Z = 10 = —2.
Hence,

P{X < 775} = P{Z < —2.5} = 0.0062
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Sampling Distribution of Difference of
Means

If independent samples of size n; and ny are drawn at random from two popu-
lations, discrete or continuous, with means p; and py and variances o} and o3,
respectively, then the sampling distribution of the differences of means, X1 — Xo,
is approximately normally distributed with mean and variance given by

2 2
g%, = —pp and 0% o = L4 22
X1—Xo2 X1—X> n no

Hence,

(X1 — X5) — (1 — po2)
V (03/n1) + (03 /n2)

is approximately a standard normal variable.
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Case Study 8.1

2 independent experiments are run in which 2
different types of paint are compared. 18 units
are painted using type A and B and drying times,
in hours, are recorded. If the population
standard deviation is known to be 1, what is the
probability that P{X, — Xz > 1}?



Case Study 8.1

We know that the distribution of the difference
is approximately normal with mean and variance

Uz %5 = Ha — Up =0
5 of o5 1 1

1
TXa%e = Tn. T18 718 9
0

1—(HA—.UB) 1-0
Z = = 3.

Jis 19

P(Z > 3.0) = 0.0013




Case Study 8.1

5.027

5.0

4.973



Case Study 8.2
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Sampling Distribution of Variance

If S? is the variance of a random sample of size n taken from a normal population
having the variance o2, then the statistic

2 _ (n—l Z’”’:X X)?

1=1

X

has a chi-squared distribution with v = n — 1 degrees of freedom.




Chi-Square Distribution




t-Distribution

| Let Z be a standard normal random variable and V' a chi-squared random variable
with v degrees of freedom. If Z and V are independent, then the distribution of
the random variable T', where

Z

Vo'

is given by the density function

L Tw+1)/2] [, 2\
h(t)_l“(fu/2)\/% (1+v) , —oo<t<oo.

This is known as the t-distribution with v degrees of freedom.




t-Distribution

Let X1, Xo,...,X,, be independent random variables that are all normal with
mean p and standard deviation o. Let

_ 1 & 1 < _
X:—E:X@- d S? = E:Xi—Xz.
ne4 - n_lz':l( )

Then the random variable T' = ﬁ has a t-distribution with v = n — 1 degrees
of freedom.




t-Distribution




t-Distribution
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F-Distribution

| Let U and V' be two independent random variables having chi-squared distributions

with v; and vy degrees of freedom, respectively. Then the distribution of the

random variable F' = %3; is given by the density function

1“(1)1/2)1"(1)2/2) (1—]—Ulf/1)2)('01+’“2)/2 ?

T[(v1+v2) /2] (v1 /v2)"1/2 A, f>0
h(f) = ’
0, f <.

This is known as the F-distribution with v; and vy degrees of freedom (d.f.).




F-Distribution

d.f. = (10, 30)




F-Distribution




F-Distribution

| Writing fq(v1,v2) for f, with v; and v, degrees of freedom, we obtain

1
fa(UQ:'Ul) .

fi—a(v1,v2) =




F-Distribution

If Sf and .5’22 are the variances of independent random samples of size n; and nq
taken from normal populations with variances 0% and o3, respectively, then

2/ 2 2 @2
_51/01 _0251

F— _
S3/o5 0153

has an F-distribution with v; =n; — 1 and vy = no — 1 degrees of freedom.




Example Datasets

A AAAAA ABAAB ABBB BB BBOCB cccocc cccce
4.5 5.5 6.5
0 0 0
Xa Xp Xc

A B C ACBAC CAB C ACBA BABABCACBBABCC

T r =
XA Xc XB



Quantile

A quantile of a sample, ¢(f), is a value for which a specified fraction f of the
data values is less than or equal to ¢(f).




Quantile
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Quantile

The normal quantile-quantile plot is a plot of y(;, (ordered observations)

— z__

against qo.1(f;), where f; = —%.
] n_'_z




Quantile y
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Example 8.12

Number of Organisms per Square Meter

Station 1 Station 2
5,030 4, 980 2,800 2,810
13,700 11,910 4,670 1,330
10,730 8,130 6,890 3,320
11,400 26, 850 7,720 1,230
860 17,660 7,030 2,130
2,200 22, 800 7,330 2,190
4,250 1,130

15, 040

1,690
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End of Lecture ©



