Probability and Statistics
Lecture 4: Expectation

to accompany
Probability and Statistics for Engineers and Scientists
Fatih Cavdur

Fatih Cavdur — fatihcavdur@uludag.edu.tr




Expectation of an RV

Let X be a random variable with probability distribution f(z). The mean, or
expected value, of X is

w=BX) =3 zf()

if X is discrete, and

if X is continuous.
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Expectation of an RV

Example 4.1: A lot of 7 components of which 4 good and 3 bad is sampled by
a quality inspector. A sample of 3 is taken by the inspector. What is the
expected value of the # of good components in the sample?

4/ 3
flx) = (x) (3 = x) . x=0,1,2,3

(5

£(0) = 1/35; £(1) = 12/35: £(2) = 18/35 and £(3) = 4/35.

1 12 18 4 12
u=EX) = (0)£+(1)£+(2)£+(3)£=7
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Expectation of an RV

Example 4.3:
20,000
f(x)zg 3 ;x> 100
0 ow
20,000dx
u=EX) = j 2 = 200

100
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Expectation of a Function of an RV

Let X be a random variable with probability distribution f(z). The expected
value of the random variable g(X) is

pex) = Elg(X)] =) _ g(z)f(x)
if X is discrete, and

o) = Bl = [ g(0)f(a) da

if X is continuous.
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Expectation of Functions of RVs

Let X and Y be random variables with joint probability distribution f(z,y). The
mean, or expected value, of the random variable g(X,Y) is

He(x,v) = Elg(X,Y)] ZZQ (z,y)f(z,y)
if X and Y are discrete, and

tax) = Elo(X, 1)1 = | N / " 9@, y) (e, y) de dy

if X and Y are continuous.

Fatih Cavdur — fatihcavdur@uludag.edu.tr




Expectation of Functions of RVs (Example)

Example 4.6: 2 balls are selected at random from a box that contains 3 blue, 2
red and 3 green pens. Let X and Y be the # of blue and red pens selected.

OOk,
%)

flx) = x=012; y=012, 0<x+y<?2
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Expectation of Functions of RVs (Example)

T Row
flz,y) 0 1 2 | Totals
0 3 9 3| I
238 238 28 238
Y 1 i 11 0 7
1
2 58 0 0 58
5 15 3
Column Totals 14 38 38 1
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Expectation of Functions of RVs (Example)

2 2

3
E(XY) = 2 2 xyf(x,y)=f(1,1) = 1a
x=0y=0

Fatih Cavdur — fatihcavdur@uludag.edu.tr




Expectation of Functions of RVs (Example)

Find E(Y/X) if

x(1+ 3y?)
f(x,y) = 2 0<x<2,0<y<1
0 ow
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Variance of an RV

Let X be a random variable with probability distribution f(z) and mean p. The
variance of X is

0 = E[(X — p)?] = Z(x — ) f(z), if X is discrete, and

T
o0

0’ = E[(X — p)?] = / (x — p)’f(x) de, if X is continuous.

— o0

The positive square root of the variance, o, is called the standard deviation of
X.
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Variance of an RV (Example)
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Variance of an RV

The variance of a random variable X is

o? = B(X?) — u?.
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Variance of an RV (Example)

x| o | 1+ | 2 | 3

ICO T - N = T T T

u=EX)=0(51) + 1(.38) + 2(.10) + 3(.01) = 0.61

E(X?) = 0(51) + 1(.38) + 4(.10) + 9(.01) = 0.87

0% =Var(X) = E(X?) — [E(X)]* = 0.87 — (0.61)* = 0.4979
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Variance of an RV (Example)

Find the variance of X if

Flx) = {Z(xa 1); 1 <03‘c/v< 2

2

,u=E(X)=J2x(x—1)dx=g

1
2

E(X?) = j 2x%(x — 1)dx = Y
1

2
o =Var(X) = EX?) — [E(X)]* = 7 <E> = E

Fatih Cavdur — fatihcavdur@uludag.edu.tr




Variance of a Function of an RV

Let X be a random variable with probability distribution f(z). The variance of
the random variable g(X) is

o2 x) = E{[9(X) = o))’} = D _lg(@) — pg(x))* f ()
if X is discrete, and
arixy = E{l9(X) — pex)]*} = /OO l9(2) — pg(x))? f () da

if X is continuous.
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Variance of Functions of RVs

Let X and Y be random variables with joint probability distribution f(x,y). The
covariance of X and Y is

oxr = BI(X = px) (¥ — )] = 33 (@ = px)(y — 1) ()

Y

if X and Y are discrete, and

s = FX =)0 =)l = [ [ @ i)y = ) o) do dy

if X and Y are continuous.
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Covariance and Correlation Coefficient

The covariance of two random variables X and Y with means px and u,, respec-
tively, is given by

oxy = BE(XY) — puxpy.

Let X and Y be random variables with covariance o4, and standard deviations
ox and oy, respectively. The correlation coefficient of X and Y is

Oxy

Pxy —

OxO0y
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Means and Variances of Linear Combinations of
Random Variables

If @ and b are constants, then

E(aX +b) =aE(X) +0b.

Setting a = 0, we see that E(b) = b.

Setting b = 0, we see that E(aX) = aE(X).
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e
Means and Variances of Linear Combinations of

Random Variables

The expected value of the sum or difference of two or more functions of a random
variable X is the sum or difference of the expected values of the functions. That
is,

Elg(X) + h(X)] = E[g(X)] + E[h(X)].

The expected value of the sum or difference of two or more functions of the random

variables X and Y is the sum or difference of the expected values of the functions.
That is,

Elg(X,)Y) £ h(X,Y)] = E[g(X,Y)] £ E[M(X,Y)].

Setting g(X,Y) = ¢g(X) and h(X,Y) = h(Y), we see that
Elg(X) £ h(Y)] = E[g(X)] + E[A(Y)].

Setting g(X,Y) = X and h(X,Y) =Y, we see that

E[X £ Y] = E[X] + E[Y].
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e
Means and Variances of Linear Combinations of

Random Variables

Let X and Y be two independent random variables. Then

E(XY) = E(X)E(Y).

Let X and Y be two independent random variables. Then oy, = 0.

If X and Y are random variables with joint probability distribution f(z,y) and a,
b, and c are constants, then

2 2 2 2 2
TaX4by4c = @ 0y + b0y + 2aboxy.

Setting b = 0, we see that

2 _ 2.2 _ 2 2
Ouxie =00y =a°0".

Setting b = 0 and ¢ = 0, we see that
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Means and Variances of Linear Combinations of
Random Variables

If X and Y are independent random variables, then

2 2.2 2 2
UaX+bY_a Jx+b Oy -

If X and Y are independent random variables, then

2 _ 2.2 2 2
Oax—py =0 0x +b703.
It Xy, Xo, ..., X, are independent random variables, then
2 _ .22 2 2 2 2
O-G.1X1+QQX2+"'+Qan _ a’lo-X]_ + a’2UX2 + ot anJXn'
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Chebyshev’s Theorem
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Chebyshev’s Theorem
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Chebyshev’s Theorem

(Chebyshev’s Theorem) The probability that any random variable X will as-
sume a value within k standard deviations of the mean is at least 1 — 1/k?. That
18,

1
P(,u—k:o<X<,u—|—ka)21—ﬁ.

Fatih Cavdur — fatihcavdur@uludag.edu.tr




Chebyshev’s Theorem (Example)

An RV X has a mean u = 8 and a variance ¢? = 9 with an unknown
distribution. Using Chebyshev’s theorem, we can find, for instance,

P{_4<X<20}:P{8—(4)(3)<X<8+(4)(3)}21—1_16:1_2
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End of Lecture

Thank you! Questions?
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