
Datasets Explanation 
1. General Information: 
In this document, there are explanations regarding the datasets of the scheduling problem of unrelated parallel batch 
machines. 
 
2. Contact: 
Bursa Uludağ University, College of Engineering, Department of Industrial Engineering  
Fatih Cavdur: fatihcavdur@uludag.edu.tr  
Asli Sebatli-Saglam: aslisebatli@gmail.com  
Merve Bakir: mervebakir154@gmail.com 
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4. Studies Using the Datasets: 
The datasets generated in this study were used in the studies given below. 
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5. Datasets Content: 

In the datasets generated, there are different data for 10 jobs (𝑛) and 2 machines (𝑚). The datasets include, (i) machine 

capacities (Q_k), (ii) processing times of jobs (p_jk), (iii) sizes of jobs (s_j), (iv) release times of jobs (r_j), and (v) due 

dates of jobs (d_j) for different 𝛼 value. 

i. Each machine has a certain capacity and no work can exceed the machine capacity. Q_k values presented in 

the form of row vectors in datasets.  

ii. The processing time of the jobs refers to the processing times of each job on each machine. It is presented in 

p_jk values sparse structure within the datasets. 

iii. In the study, jobs with dimensions that are not the same are scheduled. s_j values presented as a line vector in 

datasets.  

iv. The time for a job to be ready is the earliest it can begin to be processed. Jobs to be scheduled have non-zero 

readiness times. r_j values presented as a line vector in datasets.  

v. Each job has a deadline. In order to minimize delays, work must be completed as soon as possible before 

deadlines. It is presented as d_j values line vector in datasets. 
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